
thernet passive optical network (EPON) [1] repre-
sents the convergence of inexpensive and ubiquitous
Ethernet equipment with low-cost fiber infrastruc-
ture; it is viewed as an attractive solution for the

broadband access network bottleneck and has been under
intensive research activities recently [1–3].

The EPON is a point-to-multipoint access network; it has
been standardized by the IEEE 802.3ah Task Force, and
comprises one optical line terminal (OLT) and a number of
optical network units (ONUs). The OLT resides at the
provider central office and connects the access network to
the metropolitan or wide area network. The ONU is usually
located at either the curb (i.e., fiber to the curb [FTTC]) or
the end-user location (i.e., fiber to the building [FTTB] and
fiber to the home [FTTH]), and provides broadband video,
data, and voice services to end customers. EPON systems
currently deploy only one channel for downstream traffic
and another for upstream traffic. In the downstream direc-
tion, Ethernet frames are broadcast by the OLT and selec-
tively received by each ONU. However, it is worthwhile
noting that roughly 95 percent of deployed lines are covered
with a video overlay service, and additional channels are
reserved for future applications, such as the optical time
domain reflectometer (OTDR) at 1600 nm. In the upstream
direction multiple ONUs share the same channel to transmit
control and data packets to the OLT. Since ONUs are
unable to detect collisions and due to the difficulty of imple-
menting carrier sense multiple access with collision detection
(CSMA/CD), it is necessary to design a mechanism that arbi-
trates the access of ONUs to the shared medium; this is
achieved by designing an appropriate medium access control
(MAC) protocol (e.g., MPCP).

Currently, broadband access providers view quality of ser-
vice (QoS) and multimedia-capable networks as essential to
offer residential customers video on demand, audio on

demand, voice over IP (VoIP), and high-speed Internet
access. Furthermore broadband access networks, and EPONs
in particular, are especially appropriate for peer-to-peer (P2P)
applications. The authors of [4] have shown that P2P applica-
tions represent a high fraction of the upstream traffic in
hybrid fiber-coax cable access networks. Unlike early file shar-
ing applications (e.g., Napster and Gnutella), many recent
P2P applications include live media broadcasting, high-band-
width content distribution, and real-time audio conferencing,
and require high-performance access networks in order to
deliver satisfying QoS to users. Hence, in order to provide
QoS in the access network, bandwidth management on the
upstream channel is essential.

Various inter-ONU and intra-ONU scheduling approaches
have recently been proposed in order to enable the support of
QoS. However, in order to support and “protect” the QoS of
real-time traffic, one needs, in addition to bandwidth alloca-
tion and service differentiation, an admission control (AC)
algorithm that makes decisions on whether or not to admit a
new stream at a particular ONU based on the stream’s
requirements and upstream channel usage conditions. This
problem of QoS protection is significant in access networks
[5] and particularly in EPON. Furthermore, appropriately
controlling the admission of real-time traffic will prevent mali-
cious users from manipulating the upstream channel by send-
ing more traffic into the network than their service level
agreement (SLA) allows.

This article surveys various research work related to sup-
porting QoS in EPONs through either inter-ONU or intra-
ONU scheduling. We briefly review the MAC in EPONs.
We provide an up-to-date overview of dynamic bandwidth
allocation (DBA) algorithms for EPONs. We present a
framework for admission control in EPONs and present
plausible solutions. We provide numerical results and con-
clude the article.
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Abstract

This article surveys various solutions proposed to date to support quality of service
in EPONs. Namely, we overview the inter-and intra-ONU scheduling solutions and
argue, and later show, that although these solutions can help in supporting QoS,
they fall short of protecting the requirements of the admitted traffic, especially as
the network becomes saturated. Hence, we present an admission control frame-
work that is capable of supporting and protecting the QoS of real-time traffic while
guaranteeing a minimum bandwidth for best effort traffic, and present an appropri-
ate dynamic bandwidth allocation algorithm. Finally, we present numerical results
to show the effectiveness of the proposed solution and compare the performance
with that of intra-ONU scheduling solutions.

Toward Quality of Service Protection in
Ethernet Passive Optical Networks:

Challenges and Solutions
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Medium Access Control in EPONs
In the upstream direction, all ONUs share the same transmis-
sion medium; therefore, EPON systems must employ a MAC
mechanism to arbitrate access and avoid collisions [3]. Con-
ventional contention-based multiple access (e.g., CSMA/CD)
is difficult to implement because ONUs are unable to easily
detect a collision that may occur at the OLT. Although the
OLT is able to detect a collision and inform the ONUs by
sending a collision message, transmission efficiency would be
greatly affected. (For the sake of completeness, we mention
that research on decentralized MAC has begun recently. To
enable distributed medium access, however, the original
EPON architecture has to be modified such that each ONU’s
upstream transmission is echoed at the splitter to all ONUs.
In doing so, all ONUs are able to monitor the transmission of
every ONU and arbitrate upstream channel access in a dis-
tributed manner, similar to CSMA/CD as used in Ethernet
LANs. For further information on decentralized access con-
trol in EPON networks we refer the interested reader to [6,
7].) One possible solution is to use wavelength-division multi-
plexing (WDM) technology and allow each ONU to operate
at a different wavelength, thus avoiding interference from
transmissions of other ONUs. This solution is simple to imple-
ment but requires a tunable receiver or an array of receivers
at the OLT to receive data transmitted on multiple channels.
Additionally, it requires each ONU to be either equipped with
a tunable transceiver or a transceiver that operates at a fixed
and network unique wavelength. The former solution is costly,
while the latter may result in an inventory problem. Alterna-
tively, time-division multiple access (TDMA) on a single
wavelength appears to be more attractive. Here, each ONU is
allocated a time slot or transmission window (TW, fixed or
dynamic) for data transmission by the OLT and the ONUs are
scheduled periodically for transmission either using a simple
round robin or a more elaborate scheduling scheme. Each
TW carries multiple Ethernet packets; packets received from
one or more users are buffered at each ONU until the time
window for that ONU arrives. Upon the arrival of its turn, the
ONU will send out its buffered packets at full transmission
rate. Accordingly, the TDMA solution avoids data collisions
from different ONUs while it requires only a single wave-
length and a single transceiver at the OLT, which makes it
highly cost effective. The OLT uses the services offered by the
multipoint control protocol (MPCP) to communicate the
assigned TWs to their appropriate ONUs [3]. MPCP is a sig-
naling protocol used for periodic bandwidth scheduling. The
OLT gathers information from different ONUs and allocates
them bandwidth through the use of REPORT and GATE
messages of the MPCP protocol. Within each cycle, ONUs
use REPORT messages to report their bandwidth require-
ments (e.g., buffer occupancy) to the OLT. Upon receiving
REPORT messages, the OLT performs the appropriate band-
width allocation computation and sends a GATE message to
each ONU, containing the appropriate transmission grants;
this is referred to as dynamic bandwidth allocation (DBA).
Unlike dynamic bandwidth allocation, in static bandwidth
allocation, each ONU is allocated a fixed portion of the
upstream bandwidth regardless of its bandwidth requirements;
static allocation however is not useful especially when the net-
work traffic is quite bursty.

Recently, research on WDM upgrades of single-channel
TDM EPONs has been gaining momentum. Several DBA
algorithms for WDM enhanced EPONs have been proposed
and investigated. Among others, a multichannel extension of
the above mentioned IPACT, termed WDM IPACT with a
single polling table (WDM IPACT-ST), and the so-called

Byte Size Clock (BSC) dynamic wavelength allocation (DWA)
algorithms have received attention. For an overview of recent-
ly proposed WDM EPONs and DWA algorithms as well as
WDM extensions to MPCP that provide backward compatibil-
ity with TDM EPONs and future-proofness against arbitrary
WDM ONU structures, we refer the interested reader to [2].

Dynamic Bandwidth Allocation Algorithms
Various DBA algorithms have been proposed; they can be
categorized into algorithms with statistical multiplexing, such
as the Interleaved Polling with Adaptive Cycle Time (IPACT)
[1] and its various extensions and algorithms with QoS assur-
ances. In the former (i.e., IPACT), the OLT polls the ONUs
individually and issues transmission grants to them in a round
robin fashion. In the latter, the algorithms are further subdi-
vided into algorithms with absolute QoS assurances, such as
bandwidth guaranteed polling (BGP) [8] and deterministic
effective bandwidth [9], and relative QoS assurances [10].
Limited sharing with traffic prediction (LSTP) for dynamic
bandwidth allocation is presented in [11] wherein prediction
techniques for traffic arrival during waiting times is used in
order to limit packet delays. For a detailed review of the vari-
ous DBA algorithms, see [2].

In addition to bandwidth allocation at the OLT (inter-ONU
scheduling), each ONU may also deploy a local scheduling
discipline to transmit packets, for example, according to their
priorities. Initially, each ONU upon receiving packets from
different traffic streams of end users performs three main
operations [12]. First, it classifies every newly arriving packet
using a “packet-based” classifier. Next, and before placing
packets in the corresponding priority queues, the ONU may
decide whether a packet should be admitted depending on the
adopted traffic policing mechanism (e.g., leaky bucket). Final-
ly, the ONU will schedule packets from its queues for trans-
mission in the assigned transmission window.

There are two types of intra-ONU scheduling: strict and
non-strict scheduling [10, 13]. In strict priority scheduling, a
lower-priority queue is scheduled only if all queues with high-
er priority are empty. However, under light load conditions,
and when bandwidth is abundant, the strict priority scheduling
may result in low-priority queue starvation, a phenomenon
also known as light-load penalty [13]. The authors of [13] pro-
posed two methods to deal with this problem: a two-stage
queuing method and a traffic prediction method. Non-strict
priority scheduling, on the other hand, addresses this problem
by allowing reported packets (regardless of their priority) to
be transmitted first [10]. Furthermore, the transmission order
of different queues is based on their priorities; as a result, all
traffic classes have access to the upstream channel, which
enables fairness in scheduling. The authors of [14] proposed a
new intra-ONU scheduling scheme named Modified Start-
Time Fair Queuing (M-SFQ). Here, the scheduler selects for
transmission the queue with the minimal start time, derived
from the head-of-line (HOL) packet in each queue, and syn-
chronized with a global virtual time. Kramer et al. [15] pro-
posed a new hierarchical scheduler that fairly divides the
excessive bandwidth resulting from lightly loaded ONUs
among priority queues (PQs) from different ONUs. An intra-
ONU scheduling approach that is based on deficit weighted
round-robin (DWRR) is presented in [12] to achieve adaptive
fairness. Here, each ONU can adaptively set the weights of its
queues; accordingly each class is guaranteed to receive a fair
access to the upstream bandwidth. Most recently [16], an
OLT-centric DBA that employs a credit pooling technique
combined with a weighted-share policy of the upstream chan-
nel was proposed. The scheme provides superior fairness
among various CoS of different ONUs; the authors argue that
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since the OLT has global control and knowledge about the
traffic requirements of each ONU, it is capable of allocating
bandwidth in an efficient manner, and hence the ONU is only
left to perform buffer management and request/receive grants
from the OLT. In order words, both inter-and intra-schedul-
ing are performed now at the OLT.

Finally, the authors of [9] noted that in order to satisfy real
time services with heterogeneous QoS characteristics, it is very
important to provide QoS guaranteed network access while
utilizing the bandwidth efficiently. They therefore proposed a
dual Deterministic Effective Bandwidth-Generalized Proces-
sor Sharing (DEB-GPS) scheduler to provide delay-constraint
and lossless QoS guaranteed services and maximize the band-
width for best effort. The work we present in this article is
similar to that of [9] in determining an effective bandwidth for
real-time services to meet their QoS requirements. However,
unlike the work of [9], we propose a method for protecting
the QoS of admitted real-time streams by committing the
effective bandwidth once a flow is admitted.

Admission Control in EPON
In order to support and protect the QoS of real-time streams,
one needs, in addition to bandwidth allocation (inter-ONU)
and service differentiation and scheduling (intra-ONU), an
admission control algorithm which makes a decision on
whether or not to admit a new real-time traffic stream based
on its requirements and the upstream channel usage condition
[19]. Admission control further helps in protecting the QoS of
existing traffic and admits new flows only if their QoS require-
ments can be guaranteed.

We note that the problem of QoS protection is not trivial
because the bandwidth allocated to every ONU can only be
guaranteed for one small cycle (Tcycle, Tcycle ≤ 2ms [1]) and
may vary from one cycle to another depending on the traffic
demand at other ONUs.

Bandwidth reservation may be required to cope with this
issue and will provide guaranteed bandwidth to the ONUs;
accordingly, each ONU is required to reserve bandwidth for
its streams in order to satisfy their QoS requirements. Once
this bandwidth is reserved, the OLT can no longer allocate it
to other ONUs. Every ONU may be guaranteed a minimum
bandwidth (Bmin) and could be allocated up to a maximum
bandwidth (Bmax) in order to allow other ONUs to also
receive their share of the channel [18, 19]. Best effort (BE)

traffic shares as well a fraction of the total cycle (e.g., α × Tcy-
cle where α < 1). The remainder of the cycle ((1 – α) × Tcycle)
is used to provide services for bandwidth guaranteed traffic.
This new cycle in turn is divided into two subcycles (T1, T2);
the OLT computes the minimum bandwidth guaranteed for
each ONU using T1:

where ξ is the transmission speed of the PON in megabits per
second, N is the number of ONUs, and Tg is a guard time
between the transmission of ONUn and ONUn+1). The ONU
has total control over this bandwidth, while the bandwidth of
the second subcycle T2 is under the control of the OLT
(please refer to Fig. 1 for a graphical illustration, with N = 4).
This new system will enable us to implement a two-step
admission control; the first is local at the ONU, and the sec-
ond is global at the OLT (as explained later). Note that,
although the minimum guaranteed bandwidth is under the
control of the ONU, the scheduling of various ONUs is still
done centrally at the OLT in order to achieve a collision free
access to the channel. The two sub-cycles are selected of
equal length; however, if T1 < T2, then the OLT will have
more control over the bandwidth with less bandwidth guaran-
teed per ONU. Conversely, the ONU is guaranteed more
bandwidth, which may be under-utilized if the load at a partic-
ular ONU is not high. Under our assumption of equal lengths
for the sub-cycles, we set the maximum bandwidth that a high-
ly loaded ONU can be allocated, Bmax = δ × Bmin (δ = 3 in
Fig. 1). We note that the guaranteed bandwidth per ONU is
predetermined and communicated to the ONU or hard coded
at the deployment time. Intuitively, one may think that this
method may result in bandwidth inefficiency, should one or
more ONUs get disconnected for maintenance or some other
reason. However, this potential bandwidth efficiency problem
can easily be resolved by allowing the service provider (e.g.,
the OLT) to utilize the bandwidth (committed to the discon-
nected ONU) to schedule the transmissions of flows from
other ONUs or allocate for best effort traffic. However, this
bandwidth cannot be used by the ONUs to make admission
decisions on new real-time requests.

For real-time applications, QoS metrics can be predefined
in a policy control unit (PCU), and various thresholds could
be specified/defined. For example, if the expected drop rate
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or delay requirement for a certain flow/application cannot be
respected, the flow should not be admitted. Not only will
admitting such a stream make it experience a degraded level
of service, but it will also degrade the QoS of existing streams.
Alternatively, best effort traffic is never rejected and is always
guaranteed a minimal bandwidth (Bmin BE). In every cycle,
the ONU reports (using the MPCP protocol) to the OLT the
BE buffer occupancy for bandwidth allocation in the next
cycle; for real-time streams that the ONU has already admit-
ted, the OLT will schedule only their transmission since the
bandwidth of each stream can already be predetermined and
reserved, and it is guaranteed per cycle for the rest of the life-
time of the stream.

With respect to admission, upon the arrival of a new flow a
decision should be made according to both admission policies
and QoS requirements, often supplied by the application
layer. The set of parameters that characterize the traffic
stream vary from one traffic class to another. For example,
while CBR traffic is non-bursty and characterized by its mean
data rate (µ), which makes it quite predictable, it requires
stringent packet delays and delay variations. Alternatively,
VBR traffic is quite bursty and may be characterized by: mean
data rate (µ in bits per second), peak arrival data rate (δ in
bits per second), maximum burst size (ρ in bits), and delay
bound (θ). Finally, BE traffic is bursty and requires neither
delay requirements nor guaranteed bandwidth (note that net-
work operators may set a certain minimum bandwidth that
should be guaranteed for BE traffic; e.g., by appropriately
adjusting α).

When these parameters are specified by the end user [17],
the problem left for the admission control unit (ACU, which
is either at the ONU or OLT) is simply to determine whether
a new stream should be admitted and whether its QoS require-
ments can be guaranteed while the QoS requirements of the
already admitted streams can be protected. For constant bit
rate (CBR) traffic, the admission decision is straightforward:
if the mean data rate can be supported, the stream is admit-
ted. Hence, enough bandwidth per cycle should be reserved to
guarantee the stream data rate. Here, the average delay of
CBR traffic is guaranteed to be bounded by the length of
cycle. For variable bit rate (VBR) traffic, the ACU may
decide to admit a stream only if its peak rate can be support-
ed (for the best QoS) or may admit the stream as long as the
mean data rate is available [5]. The former approach ends up
admitting few streams, and the latter approach barely sup-
ports QoS for bursty streams. Therefore, a guaranteed band-
width (gi) based on the traffic parameters for a flow i could be
derived upon regulating the stream (e.g., using a dual token
bucket filter; note that for CBR traffic, gi = µi). Consequent-
ly, conventional rate-based admission control can be used to
determine whether a new stream can be admitted or not.
For example, if Sj

TW is the bandwidth (bits per second) allo-
cated and reserved for ONU j, a new flow i + 1 could be
admitted if

(1)

where hj is the number of real-time streams (CBR or VBR) at
ONU j.

The challenge, however, comes from the fact that in EPON
the bandwidth assigned per ONU is not guaranteed. Hence,
we propose a two-step admission control scheme that will pro-
vide bandwidth guaranteed for each real-time stream. First,
since each ONU is guaranteed a minimum bandwidth per
cycle, Bmin, the ONU can locally perform rate-based AC
according to the bandwidth requirement of the new arriving

flow and the bandwidth availability. For example, if gf
j is the

guaranteed rate for a flow f arriving at ONU j, the bandwidth
requirement (in bytes) per cycle for the new flow is Rf

j = gf
j ×

Tcycle. Therefore, this new flow will be admitted if Rj + Σfi
hj ≤

Rj ≤ Bmin, where hj is the total number of flows already admit-
ted by the ONU. If the condition is satisfied, the ONU will
conditionally admit the flow and monitor its QoS for a prede-
fined number of cycles (e.g., for 20 ms) [19]. If the require-
ments of the newly admitted flow are satisfied and the QoS of
existing flows remains intact, then the flow is ultimately
admitted; otherwise, it is dropped.

When a flow f cannot be admitted locally at the ONU (due
to bandwidth insufficiency), the ONU reports the arrival of a
new flow to the OLT. This reporting is assumed to be done
over the MPCP protocol. Although the MPCP protocol cur-
rently does not provide mechanisms for such information
reporting, it is assumed that the protocol can be extended by
exploiting the optional fields reserved for future applications
in the REPORT message to enable for such signaling.

The OLT may admit this new flow only if there is band-
width available in the second subcycle (T2) and the ONU
sending the request has not been allocated more than Bmax.
Hence, the OLT maintains a variable for every ONU desig-
nating the bandwidth allocated so far, B j

alloc = Σhj
i=1Ri

j, where
Ri

j denotes the bandwidth guaranteed for already admitted hj
flows. The OLT maintains as well another variable that indi-
cates the bandwidth still available, Bavail, (i.e., not committed
yet) in T2. The new flow may be admitted if the following two
conditions hold simultaneously:
• Rf

j + Σhj
i=1Ri

j

• Rf
j ≤ Bavail

If both conditions are satisfied, the OLT will conditionally
admit the new flow and monitor its QoS parameters for the
subsequent n cycles. A flow will be rejected if at least one of
the above two conditions is not satisfied. Upon admitting a
flow, the OLT will reserve additional bandwidth for the ONU
and update the total available bandwidth: Bavail = Bavail – Rf

j.
Similarly, when a flow terminates, the ONU reports to the
OLT, and the latter will update the available bandwidth
accordingly: Bavail = Bavail + Rf

j.

Admission-Control-Enabled DBA Scheme
(AC-DBA)
As presented earlier, every stream, if admitted, is guaranteed
a bandwidth per cycle that is computed based on the derived
guaranteed or effective rate of the flow. The OLT then allo-
cates a transmission window for each ONU computed accord-
ing to the bandwidth requirements of its admitted flows (CBR
and VBR) and not according to its actual buffer occupancy.
This, however, may either result in a waste of bandwidth (if
the ONU does not have enough traffic to transmit in the
assigned window), or, alternatively, yield increased delays if
the ONU has more traffic to send than can be accommodated
in the assigned window. This issue is attributed to the bursti-
ness of the real-time traffic (i.e., VBR) and to the fact that
the bandwidth allocation is no longer on demand. Further-
more, estimating the bandwidth requirement of a flow based
on its guaranteed rate, although sound statistically, may not
refiect the real need of a flow especially that the bandwidth
needs for a flow is estimated for a short period of time (i.e.,
the cycle) and hence the inefficiency in the bandwidth predic-
tion and reservation.

To resolve the above problems, we propose a two-branch
solution [18]. First, the OLT selects a super-cycle (Tsc = λ ×
Tcycle, λ is a constant), and every admitted flow is guaranteed
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a bandwidth per Tsc instead, while the allocation by the OLT
is done every Tcycle. The purpose of this proposal is to mitigate
the inefficiency of the bandwidth reservation caused by the
short-time prediction. The period (1 – α) × Tsc is divided into
two periods, T1 and T2; each ONU is now guaranteed a band-
width of Bmin

new which is computed based on T1. The OLT con-
trols the remaining bandwidth of the super-cycle. Upon the
arrival of a new flow f at ONU j with bandwidth guaranteed
Bg

f, the flow is either admitted or rejected as described earlier.
Second, we ensure that the reservation does not waste any
bandwidth. Here, we apply a crediting system; every time a
flow is admitted, the OLT will be informed, and it will esti-
mate a total credit (number of bytes available per Tsc for this
flow) Cfi

j = Bg
fi × Tsc

r, where Tsc
r is the period between the arrival

of the flow and the end of the current super-cycle. The OLT
maintains as well a total credit per type of traffic (C j

CBR for
CBR and C j

VBR for VBR) per ONU; for example, C j
CBR =

Σi=1
Nj Cfi

j where Nj is the number of CBR flows at ONU j. In
every cycle, the OLT deducts the requested/allocated band-
width of this flow from its reserved credits until the next
super-cycle; at this point, the credits are reset to the estimated
ones.

Now with respect to bandwidth allocation, as with conven-
tional DBAs, the ONU reports (in cycle n – 1) to the OLT its
buffer occupancy (QCBR(n – 1), QVBR(n – 1), and QBE(n – 1))
and requests transmission bandwidth accordingly. Let
A j

CBR(n), Aj
VBR(n), A j

BE(n) be the bandwidth allocated for
ONU j (whose values will be shortly determined); then the
two following conditions should be met:

(2)

(3)

where Bcycle is the total bandwidth available in Tcycle and Tt
gt

is the total guard time (in bytes) between ONUs transmis-
sions and BBE

min is the minimum bandwidth guaranteed for
BE traffic. Every time the OLT allocates bandwidth to one
ONU, it will adjust its remaining credits; if the credits for a
particular traffic class at one ONU are depleted, the OLT
can no longer allocate any bandwidth for this class and its
transmission will be deferred to the next supercycle. As for
the computation of the available bandwidth for each class,
the OLT waits until all requests are received from all ONUs.
If ΣN

j=1 (Q j
CBR(n – 1) + Qj

VBR(n – 1)) ≤ Bcycle – Tt
gt – N × BBE-

min, then A j
CBR(n) = min(Q j

CBR(n – 1), C j
CBR(n – 1))and the

credits are updated accordingly; similarly for VBR traffic.
Otherwise, the OLT will compute a total guaranteed band-
width for each ONU, for example, according to the requests
from all ONUs:

and then allocate bandwidth for each traffic class.
Next, the OLT will allocate bandwidth to BE traffic; the

total BE bandwidth per cycle is BBE = N × BBE
min, which is

shared among all ONUs, and the bandwidth assigned to each
ONU could be determined according to all bandwidth
requests. Once the bandwidth for each traffic class is deter-
mined, the OLT will send one GATE message to inform the
ONU of this bandwidth allocation and schedule its transmis-

sion accordingly. The GATE message will contain three
grants, one for each class of service.

Numerical Results
In this section we study the performance of the proposed AC
framework using simulations; we compare its performance
with two intra-ONU scheduling schemes: strict priority (SP)
and modified deficit weighted round robin (M-DWRR) [12].
We consider a realistic traffic profile where real-time streams
(voice and video) and BE traffic arrive dynamically at the
ONUs (Fig. 3a). A voice (video) flow is generated at a mean
rate of 64 kb/s (guaranteed rate of 4 Mb/s) with a delay bound
θCBR = 2~4 ms (θVBR = 25~30 ms) and each BE flow at a
mean rate of 5 Mb/s. Voice traffic is modeled by a CBR
source, and video traffic is modeled using a VBR source.
VBR and BE traffic are highly bursty, and we use self-similar
traffic for modeling these classes; packet sizes are uniformly
distributed between 64 and 1518 bytes. Alternatively, a Pois-
son distribution can approximately model CBR traffic, and
the packet size is fixed to 70 bytes. Here, the load increases
incrementally as more flows are admitted into the network.
We choose BBE

min = 4100 bytes (in each cycle), which means
that each ONU is guaranteed a BE throughput of 15 Mb/s.
The total number of ONUs N =16, and the PON speed = 1
Gb/s. The guard time between different transmission windows
is equal to 1 ms, the cycle time Tcycle = 2 ms, the ONU buffer-
ing queue size to 10 Mbytes, and we select Tsc = 500 ms for
our simulations.

Figure 2 shows the instantaneous average packet delays.
Clearly, using M-DWRR and SP schedulers, CBR traffic
shows the optimal performance where its average packet delay
remains under 2 ms even when the load continuously increases
(i.e., as the simulation time continues to increase). This shows
the advantage of M-DWRR; that is, although it divides the
cycle among the various traffic classes based on their preas-
signed weights [12], it also provides optimal performance for
CBR traffic. This is due to the fact that the assigned weights
are adaptively set based on the QoS requirements. Under strict
priority, the scheduler always selects packets from a higher-pri-
ority queue until satisfied (i.e., until it is empty); therefore,
CBR traffic will exhibit the best performance. Alternatively,
AC-DBA (Fig. 2a) makes sure to satisfy the QoS requirements
defined previously (in terms of delay bound and throughput)
by crediting every real-time traffic the appropriate bandwidth
and reserving it in every supercycle/cycle, since a CBR flow is
admitted only if its guaranteed bandwidth is assured in every
cycle. Hence, AC-DBA maintains a CBR average packet delay
of 2~4 ms with a noticeable slight decrease pattern that
repeats every supercycle. As for VBR traffic, AC-DBA main-
tains a respectable delay performance (Fig. 2d) that meets the
specified target QoS requirements of the streams (i.e., 25~30
ms), while this delay experiences an exponential increase
under intra-ONU scheduling schemes that do not deploy any
AC (Figs. 2e and 2f). This behavior actually emphasizes the
need for admission control in EPONs, because when the sys-
tem reaches a saturation point and the network keeps admit-
ting all arriving streams, the QoS performance can no longer
be maintained (not only for new applications but for existing
applications as well).

We further investigate the performance with respect to satis-
fying a minimal bandwidth requirement for BE traffic. We
measure total throughput received by BE traffic; as shown in
Fig. 3b, BE throughput increases to reach a total of ≈ 400 Mb/s
under all schemes (i.e., with and without AC) when the load is
low and decreases when more flows are admitted into the net-
work. However, when the system reaches saturation, AC-DBA
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n Figure 2. Average packet delay [18].
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makes sure to preserve the minimum predefined throughput;
while with M-DWRR and strict priority schedulers, the
throughput is not guaranteed. Nevertheless, M-DWRR still
provides a minimum throughput (which is one of the advan-
tages of M-DWRR) by forcing the weight policy, while it reach-
es a very low one (≈1 Mb/s) with SP, a phenomenon known as
BE traffic starvation. Finally, Table 1 shows some interesting
statistics collected from our simulations. These results show
that ≈ 92 percent of the generated CBR traffic are admitted
into the network while their overall QoS and bandwidth
requirements are guaranteed; ≈ 83 percent of VBR flows are
admitted as well; and finally, all BE flows arriving are admitted.
Note that under M-DWRR and SP scheduling, all traffic is
admitted; however, as shown, their QoS requirements are not
guaranteed (except for CBR traffic).

Conclusion
In this article we present a brief survey of the various solu-
tions to support QoS in EPON networks; namely, the
scheduling (inter- and intra-ONU) solutions that have been
adopted thus far. However, we show that these solutions,
although they support respectable QoS for real-time traffic,
are unable to protect the QoS of existing traffic when the
network gets saturated. Admission control, in addition to
scheduling and bandwidth allocation, is a solution presented
in this article; we show that a network deploying this solu-
tion can indeed protect the QoS of admitted real-time traf-
fic,  as opposed to solutions that rely only on traffic
scheduling.
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